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Abstract

Three statistical procedures of relating yield components to yield
namely; multiple finear regression (in the form of full model, stepwise
and pathe analysis), factor and cluster analysis were applied to 10 yield
factors to evaluate these statistical techniques. A set of six widely
grown wheat varities, namely; (Giza 155, Giza 157, Giza 163, Sakha 8,
Sakha 61 and Sakha 69) were used. They were planted at Sids during
two successive seasons of 1995/96 and 1996/97 in a randomized com-
plete block design with four replications.

The most important results obtained from this investigation can
be summarized as follows:

1. Simple correlation coefficients revealed that No. of spikes/m2,
spike weight, No. of plants/m2 and plant weight had the greatest in-
fluence on grain yield. Path analysis indicated that No. of spikes/m2,
plant weight and No. of plants/m2 were the three factors that exerted
the greatest influence both directly and indirectly upon grain yield. When
studying correlations or path-analysis it is important to recognize the na-
ture of population under consideration. The magnitude of correlation co-
efficient can often be influenced by the choice of individuals upon which
the observations are made. For this reason path analysis may not be ap-
plicable to in some cases.

2. Multiple linear regression and stepwise regression had the
same adjusted RZ (93%) denoting similar accuracy. The test of multicol-
linearity and linearity in the two procedures between variables indicated
that, these models showes highly muitiple coefficient of determination
(R2 = 0.94) for prediction only and were not valid to interpret the partial
correlation coefficient.

3. Factor analysis and cluster analysis would seem to be more
suitable and efficient than the other techniques. They provide more in-
formation about cluster of intercorrelated variables. The two procedures
indicated greatest relationships between (No. of spikes/m2 & plant
weight),{1000-kernels weight & grain yield/spike) and (spike length &
No. of spikelets/spike). These relationships will enable wheat breeders to
realize high grain yield.
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INTRODUCTION

The yield of wheat is the integrated effect of many variables that affect plant
growth throughout the season. Growth analysis and relative contribution studies
may help in interpretatiing the results and may aid the breeder for getting better
varieties and good evaluation of the agricultural practices. Walton (1972) criticized
some statistical techniques (correlation, path coefficient, stepwise rgression analy-
sis and multiple linear regression) and explained that false conclusion could be ob-
tained. He postulated that biologists must seek right assistance from statistical
methodology and suggested factor analysis as a new technique to identify growth and
plant characters related to yield in spring wheat.

Correlation coefficient is not only an important statistical procedure to facili-
tate breeding programs for high yield, but it is also important to examine the direct
and indirect contribution of the yield component variables. Path coefficient analysis
could be used in this respect. It divides correlation coefficients into direct and indi-
rect effects through alternate path ways (Dewey and Lu, 1959). Bhowmik, et al.
(1989) reported that, number of spikes/plant and spike length showed highly signifi-
cant positive correlation with grain yield both at genotypic and phenotypic levels.
Path coefficient analysis revealed that number of spikes/plant, spike length and ker-
nel weight were related with grain yield through direct effects. Amin, et al. (1990)
reported that, yield was positively and significantly correlated with plant height and
number of spikes/m2. Plant height, number of spikes/m2 and 1000 grain weight ex-
hibited maximum positive and direct effect on yield. Petrovic, et al (1994) pointed
out that, there was significant correlation between grain weight per spike and the
number of grains per spikelet, number of spikelets per spike and number of grains
per spike, and number of grains per spike and the number of grains per spikelet.

Shafshak et al. (1989) in comparison between the full model regression and
the stepwise regression procedure concluded that the coefficient of determination
for full model regression and partial correlation were higher than stepwise regres-
sion. The latter had higher errors of estimates than the former. Nasr and Geweifel!
(1991) reported that stepwise coefficient of determination was tended to equal full
model, and error of estimates was lower for stepwise analysis indicating that step-
wise analysis was more efficient that full model regression.

Nasr and leilah (1993) used four statistical techniques to determine the rela-

tive contribution for sugar beet. The results indicated that, factor analysis approach
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was more efficient than other procedures. It can help plant breeders to determine
the nature and sequence of characters to be selected in breeding programs. Hammed
(1993) using factor analysis based on grain yield and other traits showed three
groups to be the most importanty yield components.

Yau and Ferrara. (1994) reported that, cluster analysis is a useful technique
for describing differential yield responses of best breeding lines grown in diverse
environments.

The present investigation was meant to evaluate three statistical methods for
determining the relative contribution of yield factors in wheat grain yield.

MATERIALS AND METHODS

Six varieties of wheat namely; (Giza 155, Giza 157, Giza 163, Sakha 8, Sak-
ha 61 and Sakha 69) were planted at Sids during two successive seasons (1995/96
and 1996/97) in a randomized complete block design with four replications. The plot
area was 12 m2. Observations were taken from 10 random plants from the center
of plots. Observations were taken from 10 random plants from the center of plots.
Observations on 10 yield components were recorded namely; number of spikes/m2,
spike length (cm), spike weight (gm.), number of grains/spike, number of spikelets/
spike, 1000-kernels weight (gm.), grain yield/spike (gm), number of plants/m2 and
plant weight (gm.). In addition, four square meters were harvested from the middie
of the experimental plots to estimate grain yield (ton / faddan) and straw yield
(ton/faddan.).

The normal agricultural practices were done as usually performed by wheat
growers in the district.

Statistical techniques :
The combined data for two seasons of yield and yield components were sub-
jected to the following statistical procedures.:

1. Basic statistics and correlation matrix: Arithmatic mean, standard
deviation, standard error, minimum, mixmum and simple correlation cofficient were
computed for various characters according to Snedecor and Cochran (1980).

2. Path coefficient analysis, as applied by Dewey and Lu (1959) and Doug-
las, and Lu (1985) were used for partitioning the total correlation coefficient be-
tween yield (y) and its primary components into direct and indirect effects.
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3. Multiple linear regression: between grain yield and the studied charac-
ters were done according to Draper and Smith (1966) was used Partial coefficient
of determination (R2) was estimated for each component to evaluate the relative
contribution and to construct a prediction model for grain yield (y) of wheat accord-
ing to the following formula:

Y=a+ bl X1 +b2X2 + ccerecurerirnnnn bn X n.

4. Stepwise multiple linear regression : was carried-out to determine
the variables accounting for the majority of the total yield variability (Draper and
Smith, 1966). It was used to compute a sequence of multiple regression equations in
stepwise manner. At each step, one variable was added to the regression equations.
It was the one that reduces the error sum of squares. Equivalently, It was the vari-
able having the highest partial correlation with the dependent variable and which if
added had the highest value in the regression analysis of variance. Moreover, varia-
bles were forced into the regression equation and automatically removed.

5. Factor analysis: method according to Cattel (1965). This method basicaily
reduces a large numbers of correlated variables to a small number of uncorrelated
factors. When the contribution of a factor to the total percentage of the trace was
less than 10%, the process stopped. After extraction, the matrix of factor was
submitted to a varimax orthogonal rotation, as applied by Harman (1976). The ef-
fect of rotation is to accentuate the larger loading in each factor and to suppress the
minor loading coefficient and in this way to improve the opportunity of achieving a
meaningful biological interpretation of each factor. A communality (h2) is the
amouunt of the variance of a variable accounted for the common factors together.
Since the purpose was to determine the way in which yield components are related
.to each other, yield (y) was not included in this structure.

6. Cluster analysis: Based on the coefficient of correlation of yield compo-
nents was performed by the unpaired group method. Output of this analysis was
used to derive a dendrogram. Clustering begins with the fusion of two most similar
characters and proceeds until all characters are fused into clusters and/or all clus-
ter are fused. The clustering process can be represented in the form of a dendro-
gram (or tree) in which the top branch indicates the highest fusion level, the next
lower branch, the next highest fusion level, and so on. For reference purposes, the
fusion levels will be designated 1, 2, ..... from top to bottom, respectively (Joseph,
et al.,, 1992).
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RESULTS AND DISCUSSION

Data of simple correlation coefficients matrix, means, standard error, mini-
mum and maximum for 11 characters of wheat presented in Table (1). The obtained
data that, the relationship between all possible pairs of the 11 traits were highly
significant (0.01) in all cases. In addition a number of interesting relationships can
be observed from Table (1). The most important relationships to the wheat breeder
are that between grain yield and No. of spikes/m2 (0.880), spike weight (0.701),
No. of plants/m2 (0.762), plant weight (0.892) and straw yield (0.844) which
showed highly significant positive correlation. This indicated that these characters
had the greatest influence on grain yield. These results are in agreement with those
reported by Bhowmik, et al. (1989) Another correlation worthy of some attention is
that between grain yield / spike and spike length (0.864), No. of grains/spike
(0.899), No. of spikelets/spike (0.804) and 1000-kernels weight (0.923). These re-
sults are in harmony with those reported by Petrovic, et al. (1994). Close associa-
tions were found also between number of spikes/m2 and plant weight.

It is apparent that many of the characters are correlated because of a mutual
association with other characters. At this point, the Path-coefficient analysis pro-
vides an effective means of separating direct and indirect causes of association and
permits a critical examination of the specific forces acting to produce a given cor-
relation and measures the relative importance of each causal factor.

An examination of the correlation components indicated that No. of spikes/m2,
plant weight and No. of plants/m2 were the three factors that exerted the greatest
influence both directly and indirectly upon grain yield (Direct effect % = 39.548,
23.783 and 8.918 respectively), (Table 2). These three traits were important com-
ponents in every correlation that involved grain yield. The second important compo-
nents were No. of grains/spike, grain yield/spike and No. of spikelets/spike (Direct
effect % = 6.396, 5.585 and 4.775 respectively). Results of path analysis indicated
that, the major components of spike (spike length, spike weight and 1000-kernels
weight) had small indirect effects and unimportant components effect upon grain
yield/faddan which is not consitent with previous studies of bhowmik, et al., 1989
and Amin,et al. 1990. However, some of the assumed pathways may not be realis-
tic. Therefore, when studying correla_tions or path-analysis is of prime importance
to recognize both the nature of population under consideration and the magnitude of
the correlation coefficient that is often be influenced by the choice of individuals
upon which the observations are made. The effect of selection of parent clones upon
the variation in the population under study is not known (Douglas and Lu 1985).
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Table 2. Direct and indirect effects for yield factors of grain yield of wheat accord-
ing to path analysis and percentage of direct effect.

Direct |Indirect Total Direct effect
Characters effect | effect |correlation %
PYi
1- No. of spikes/m2 0.439 | 0.441 0.880 39.549**
2- Spike length cm. 0.040 | 0.592 0.632 3.604
3- Spike weight gm. 0.043 | 0.655 0.698 3.873
4- No. of grains/spike 0.071 | 0.437 0.508 6.396*
5- No. of spikelets/spike 0.053 | 0.502 0.555 4.775*
6- 1000-Kernels weight gm.| 0.027 | 0.631 0.604 2.432
7- Grain yield/spike gm. 0.062 | 0.530 0.592 5.585*
8- No. of plants/m2 0.099 | 0.663 0.762 8.918*
9- Plant weight gm. 0.264 | 0.628 0.892 23.783**
10- Straw yield ton/fadd. 0.022 .| 0.866 0.844 1.982

Data in Table (3) shows the prediction model by using multiple linear regres-
sion for grain yield ton/faddan of wheat and its attributes. The prediction equation
was formulated as follows:

Y = -2.081 + 0.002 X1 + 0.039 X2 + 0.403 X3 + 0.005 X4 + 0.005 X5 + 0.009 X6
+ 0.026 X7 +0.004 X8 + 0.128 X 9 +0.026 X 10

The relative contribution for all yield factor explained 94% of the total varia-
tion in grain yield, and 6% could be due to residual. No. of spikes/mz2, spike weight
gm, No. of plant/m2 and plant weight gm. had the highest partial coefficient of de-
termination (R2 = 44.513%, 15.482%, 19.858% and 22.550% respectively). The
other characters had small contribution of the total yield variance.

To test the validity of this procedure, we can calculate variance inflation fac-
tor (VIF). It is a potent aid for detecting the levels of multicollinearity. VIF's are the
diagonal elements of VIF tell us the degree to which each independent variable is ex-
plained by the other independent variables. Thus large VIF values denote high colli-
nearity. Values exceeding 5.00 are considered likely to cause difficulty in coeffi-
cient estimation due to multicollinearity. According to results in Table (3), it is
clear that regression coefficients were not stable. The instabilities were likely due
to linear relationships among yield components (correlations, Table 1.), a condition
referred to as multicollinearity. However, in data sets containing measurement of
uncontrolled variables, multicollinearity is often strong enough to make unclear re-
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sults (Hoerl and Kennard, 1970). In our data (Table 3.) the VIF's for No.of spikes/
m2, spike length cm., No. of grains/spike, 1000-kernels weight gm., grain yield/
spike gm., No. of plants/m2, Plant weight gm. and straw yield ton/fad. exceeded the
value (5.0). Thus, evidence from the VIF calculation confirmed a part of the instabil-
ity of the regression coefficients due to interrelations among the explantory varia-
bles.

These results indicated that, using this model with the highly multiple R
squared (R2 = 0.941) for prediction only (i.e., make no try to interpret the partial
regression coefficients) and using a more sophisticated method of analysis such as
ridge regression, principal components or factor analysis to obtain a model that
more clearly reflects the simple effects of the predictors (Joseph, et al. 1992).

Table 3. The relative contribution of 11 characters in predicting grain yield for
wheat by using multiple regression analysis.

Direct |Indirect Total Direct effect
Characters effect | effect |correlation %
PYi
1- No. of spikes/m2 0.002 | 0.001 | 44.513** 8.435#
2- Spike length cm. 0.039 | 0.026 6.056 6.471#
3- Spike weight gm. 0.403 | 0.082 | 15.482** 3.892
4- No. of grains/spike 0.005 | 0.005 4.182 7.17#
5- No. of spikelets/spike 0.005 | 0.016 1.478 4.734
6- 1000-Kernels weight gm.| 0.009 | 0.011 3.389 7.708 #
7- Grain yield/spike gm. 0.026 |0.0133 1.199 14.500 #
8- No. of plants/m2 0.004 | 0.001 | 19.858** 6.680 #
9- Plant weight gm. 0.128 | 0.031 | 22.550** 11.392 #
10- Straw yield ton/fadd. 0.026 | 0.025 4.143 6.347 #
Y - intercept =-2.081 0.319
Multiple R = 970
Adjusted R squared =.939
R squared =.941
Standard error of est. =.224

** Significant at 1% probability level
# High collinearity

Stepwise multiple regression analysis was used to determine the best
variables that mostly reduced the variance of yield. This is done by introducing the
variables in order of importance. Table (4) shows the accepted and removed varia:
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bles and reduction in yield variance caused by each variables. The accepted varia-
bles had the highest coefficient of multiple determination with the yield adjusted for
variables already added. As it can be seen from Table (4), the accepted variables
were No. of spikes/m2, spike length cm., spike weight gm., No. of plants/m2 and
Plant weight gm. Those variables were responsible for 45.259%, 8.633%,
15.091%, 21.928% and 24.142% respectively of yield variance. Thhe prediction
equation was formulated as follows:
=-2.315 + 0.002X7 + +.056X2 + 0.393 X3 + 0.004X4 + 0.137 Xg

The other four characters are removed variables because their contribution
was insignificant. According to these results 93.9% of the total variation in yield
could be attributed to the five accepted variables (Table 4).

Therefore, these five traits have to be ranked the first in any breeding pro-
gram for improving yield.

Table 4. Accepted and removed variables according to stepwise analysis and their
relative contribution in grain yield variance in wheat.

Regression |Standard | Partial Variance of in-
Characters coefficient | error R2% flation factor
VIF
Accepted variables :
1- No. of spikes/m2 0.002 0.001 | 45.259** 4414
2- Spike length cm. 0.056 0.021 8.633* 4.533
3- Spike weight gm. 0.393 0.071 15.091* 3.006
4- No. of grains/spike 0.004 0.001 21.928%* 4.237
5- Plant weight gm. 0.137 0.026 |, 4‘1 o 3.165
Removed variables: #
1- No. of grains/spike 0.046 5.155#
2- No. of spikelets/spike 0.015 5.575#
3- 1000-kernels weight gm.| 0.013 4.627
4- Grain yield/spike gm. 0.017 6.984#
5- Straw yield ton/fadd. 0.054 6.303#
Y - intercept =-2.315 0.092
Multiple R =0.969
R squared =0.939
Adjusted R squared =0.928
Standard error of est. =0.123

* ** Significant at 5% and 1% probability levels, respectively.
# High collinearity
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To evaluate the results of stepwise-analysis, assumptions must be tested.
Meeting the assumptions of regression analysis is essential to ensure both that the
results obtained were truly representative of the sample and that we have obtained
the best possible results. The principal measure used to test the assumption is the
residual - the difference between the actual dependent variable values and its pre-
dicted values (Joseph, et al. 1992). For comparison purposes, we use the stan-
dardized partial regression plots. When using more than one predictor varia-
bles, that each predictor variable's relationship is linear to ensure its best
representation in the equation. To do this, we use the partial regression plot for
each predictor variable in the equation. In Figure (1-a,b,c,d,e,f), we can see that
the relationships for No. of spikes/m2 is quite well defined; thus it has strong and
significant effects in the regression equation. Spike length cm., spike weight gm.,
No.of plants/m2 and plant weight gm are less well defined, both in slope and scatter
of the' points, thus explaining there lesser effect in the equation. For all five compo-
nents, nonlinear pattern is shown. Therefore, this equation is not valid to interpret
the partial correlation coefficients (Joseph, et al. 1992).

The results of Factor analysis are presented in Table 5. Factors were con-
structed using the principal factor analysis technique to establish the dependent re-
lationship between morphological characteristics and yield components. Factor anal-
ysis divided the 10 variables into two main factors. For purposes of interpretation,
only those factor loadings greater than 0.5 were considered important. A summary
of the compoistion of variables of the two factors with loadings are given in Table
(5). The two factors explained 86.60% of the total variability in the dependence
structure.

Factor 1 included seven variables which accounted for 66.50% of the total
variance. The seven variables were spike length cm., spike weight gm., No.of
grains/spike, No.of spikelets/spike, 1000-kernels weight gm, grain yield/spike gm
and No.of plants/m2. The seven variables were positively correlated with the fac-
tor. These variables were of almost equal importance and highly communality with
factor 1. Thus, this factor may be regarded as spike factor.

Factor 2 was called a growth factor because it consisted of No.of spikes/m2,
plant weight gm, and straw yield ton/fadd. It accounted only 20.10% of the total
variance in the dependence structure (Table 5). All factor loading of factor 2 were
positive and had a significant positive correlation between the three variables (R =
0.582). The sign of the loading indicates the direction of the relattionship between
the factor and variable.
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The results of the present investigation indicates that the estimated commo-
nalties (Table 5) were adequate for conclusion where the two factors together ac-
counted for 86.60% of the total communality.

Table 5. Summary of factor loading for 10 characters of wheat.

Loading | % Total |percentage | Suggested | Latent
Characters commun- | of vari- factor root
dity ance name
Factor 1: 66.50 Spike 6.646
1- Spike length cm. 0.906 | 0.883 factor
2- Spike weight gm. 0.836 | 0.704
3- No. of grains/spike 0.848 | 0.845
4- No. of spikes/m2 0.843 | 0.809
5- 1000-kernels weight gm.| 0.890 | 0.840
6- Grain yield/spike gm. 0.909 | 0.923
7- No. of plants/m2 0.931 | 0.686
20.10 Growth
Factor 2: factor 2.071
8- No. of spikelets/spike 0.779 { 0.942
9- Plant weight gm. 0.742 | 0.955
10- Straw yield ton/fadd. 0.664 | 0.884
Cumulative variance 86.60

The spike factor (Factor 1) had high loadings for seven variables (Table 5).
The correlation between these variables and Factor 1 are given by the plant types
‘with more (spike length cm., spike weight gm., No.of grains/spike, No.of spikelets/
spike, 1000-kernels weight gm, grain yield/spike gm and No.of plants/m2) will ena-
ble breeders to realize desired gains in grain yield gm, and straw yield ton/fadd.)
usually associated with grain yield on a biological yield. Also the high simple corre-
lation between these three variables would indicate that selection for rather varia-
ble will be a determinent to the other.

Factor analysis is one that can be used successfully for large amounts of mul-
tivariate data, and should be applied more frequently in field experiments (Joseph,
et al. 1992 and Hammed, 1993). This study describes one application of factor anal-
ysis that further explains the multivariate structure. Use of factor analysis that
further explains the multivariate structure. Use of factor analysis by plant breeders
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has the potential of increasing the comprehension of the causal relationships of vari-
ables, and can help to determine the nature and sequence of traits to be selected in a

breeding program.

Table (6) contains the results of cluster analysis, including the cases being
combined at each stage of the process and the clustering coefficient. The coefficient
(fourth column) is the correlation similarity coefficient between the two caefficient
between the two cases or clusters being combined. Small value of cluster appear in-
dicat that fairly homogeneous cluster are being merged. The seventh column shows
average distance between clusters.

Table 6. Agglomeration Schedule of hierarchical cluster analysis using average Link-
age (between groups).

Stage Clusters Combined Coeffic | Cluster appears
Cluster 1 Cluster 2 ient |Cluster 1| Cluster 2 | Distance
1 No. of spikes/m2 Plant weight 0.929 0 0 4
2 1000-kernels weight | Grain yield/spike 0.922 0 0 3
3 No.of grains/spike 1000-kernels weight | 0.874 0 2 6
4 No. of spikes/m2 Straw yield 0.865 1 0 9
5 Spike length No. of spikelets/spike | 0.842 0 0 7
6 No. of grains/spike | No. of plants/m2 0.825 3 0 7
7 Spike length No. of grains/spike 0.801 5 6 8
8 Spike length Spike weight 0.721 7 0 9
9 No. of spikes/m2 Spike length 0.395 4 8 0

Figure (2) presents the tree of the clustered entries derived from the cluster
analysis. There are two main clusters at average distance 25. Cluster 1 was com-
prised of variables (No. of spikes/m2, plant weight gm. and straw yield ton/fadd)
developed by biological yield. Cluster 2 contained variables (spike length cm., No. of
spikelets/spike, 1000-kernels weight gm., grain yield/spike gm., No. of grains/
spike, No.of plants/m2 and spike weight gm) developed by spike factors. At the av-
erage distance 10, cluster 2 can be divided into two sublcluster (A & B). Subcluster




S.M. NASR

1746

PISTA uTRId

“1B9UM JO SI910BleYD (| JO SisAjeue 181sn|d uo paseq wesboipuaq ‘z B4

SI9]SNTO UseMlaq oduelsTp obeasay

¢ I83snid e
et
Te
T I=23snTd
||||||||| e o e o e e
0¢

(wb)3ybren o3Tds
gu/saueTd JO'ON
axtds/suteab jo-'oN
oy Tds/PToTA uUTRIH
"M STBUIBY-000T
*s/s3aTexTds JO'ON
(ud) y3zbus eyrds
(F:3) PToTA mei3s
(ub) 3ybtem 3uerd
zu/so)Ttds JO'ON



EVALUATION OF STATISTICAL METHODS FOR DETERMINING THE 1747
RELATIVE CONTRIBUTION OF YIELD FACTORS IN WHEAT

(B) which contained spike weight gm. Subculture (A) at averae distance 7.5 present-
ed two subsubclusters, (A1) and (A2). From these results it can be noted that, the
cluster dendrogram (tree) contained the fourth fusion level. The first fusion includ-
ing variables No.of spikes/m2, plant weight gm. and straw yield ton/fadd was one of
the first clusters to be formed. All three variables in this cluster were closely re-
lated (average distance = 3). The second fusion consisted of spike length cm. and No.
of spikelets/spike at average distance = 5.1000-kernels weight gm., grain yield/
spike gm., No.of grains/spike and No.of plants/m2 were found in the third fusion at
average distance = 5. These three fusions had low average distance (less than 10),
These rese led us to the importance of groups in wheat breeding programs for yield.
Conversely, spike weight (gm) was not fused with other variables at the highest fu-
sion level (average distance = 5, it had long average distance = 10, this means that,
it was closely related to grain yield directly.

Cluster analysis had provided additional additional information, however,
grouping the ten correlated variables into four clusters provides a quick visual
overview of the clustering process, as well as showing which variable found in each
cluster and the reltive importance of these variables for grain yield.

From the previous results, it can be concluded that, cluster analysis is the
name of a group of multivariate techniques whose primary purpose is to identify the
similarity from the characteristics they possess. They identify and classify varia-
bles so that same variables are very similar to other in the cluster. The resulting
object is that clusters should then exhibit high internal (withincluster) homogeneity
and high external (between-cluster) heterogeneity (Joseph et al. 1992).

So, It can be recommended from the previous results that:

1. It is essential to detect characters having the greatest influence on yield and their
relative contribution to yield variation. This is useful in designing and evaluating
breeding programs and agronomic systems.

2. The important characters over all statistical procedures used were No. of spikes/
m2, No. of plants/m2, spike weight and plant weight.

3. The results of statistical procedures indicated that, factor analysis and cluster
analysis would seem to be more suitable and efficient than other procedures.
They provide more information about cluster of intercorrelated variables. They
can help plant breeders to determine the nature and sequence of characters to be
selected in breeding programs.
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4. No difference were detected between the accuracy and precision of the full model

regression and stepwise procedures, where R squared and standard error of es-

timate values are equal.
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